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Abstract

We develop the Murphy-Topel adjustment of the variance-covariance matrix for two-step panel data models. We apply it on the competition-fragility nexus in banking with different samples for two equations. Indeed, this issue is often observed in this field of research. A competition measure of banks is constructed for each country (first equation), whereas a risk measure is regressed on the entire sample of countries (second equation). Any statistical adjustment will only provide approximate results for the second equation, because of possible correlations between the results of both models. The Murphy-Topel method eventually seems to be more appropriate.
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Introduction

Many papers in economic empirical literature treat a subject with a two-step econometric model. The authors regress a first equation whose results are then applied in the computation of an explanatory variable that is used in the regression of a second equation. And many of them make these regressions independently of each other, considering therefore that this explanatory variable has no estimation error. Nevertheless, the errors of parameters from the first regression provide to this variable a random character and the values of parameters allow the determination of its expected value, which cannot be considered as an observed data unlike other explanatory variables. Consequently, since it depends on the regression results of the first model, the precision (the standard errors) of parameters of the second model must be adjusted.

Given this embedding of regressions and results, few authors merely bootstrap the standard errors of the second equation (for instance, Schaeck et al. 2009, Buch et al. 2013). However, this statistical procedure does not take into account the results of the first equation, neither its parameters nor its variance-covariance matrix, and does not consider a possible correlation between these results and those of the second equation, thereby providing approximate results. Murphy and Topel (1985, 2002) propose an adjustment of the variance-covariance matrix for the second model and therefore of its standard errors. The aim of the present paper is to develop this procedure for panel data models with different samples for the first and second equations and to apply it to the estimation of the competition-fragility relationship in banking.

This subject is widely studied in empirical banking literature and all studies are made on panel data. However, very few of them bootstrapped the standard errors and none made a precise adjustment with the Murphy-Topel approach. The importance of the subject and the difficulty to estimate correctly the standard errors of the second equation, namely different samples for regression equations, lead us to develop the Murphy-Topel adjustment of the variance-covariance matrix of two-step panel data models, which seems more appropriate.

1. Two-step econometric model and Murphy-Topel variance-covariance matrix

Two-step econometric model consists of two equations, where the parameters of the first equation will appear in the second equation and the precision of their estimation, that is, the variance-covariance matrix, interferes therefore in the precision of the second equation’s parameters.

Let
Model 1: \( y_1 = f_1(x_1, \alpha) \)
be the first equation, whose econometric results, that is, coefficients and variance-covariance matrix, are involved in the regression of the following second equation
Model 2: \( y_2 = f_2(x_1, x_2, \hat{\alpha}, \beta) \),
where \( x_{i1} \) and \( x_{i2} \) are vectors of explanatory variables of the first and second models, respectively, and \( \alpha \) and \( \beta \) are vectors of parameters of model 1 and model 2, respectively. Vector \( \beta \) includes also the coefficient \( \gamma \) that connects to the second equation the explanatory variable computed with the parameters of the first equation.

Unlike many empirical studies that use two-step econometric models and consider the variables with coefficient \( \gamma \) as they contain observed data, one might consider them as estimators and adjust therefore the variance-covariance matrix of the second equation. Murphy and Topel (1985, 2002) proposes a full information maximum likelihood estimation with two-step procedure that consists to estimate, firstly, the parameters \( \alpha \) of model 1 by maximizing its likelihood function

\[
\ln L_1(\alpha) = \sum \ln f_1(y_{1i} | x_{1i}, \alpha)
\]
and, secondly, the parameters $\beta$ of model 2 by maximizing the respective likelihood function
\[
\ln L_2(\alpha, \beta) = \sum_i \ln f_2(y_{2i}|x_{1i}, x_{2i}, \alpha, \beta),
\]
(2)

where the embedded consistent estimator $\tilde{\alpha}$ is treated as given. Greene (2012, p. 576) explains the reasons why one might proceed with two-step estimations. Among them, the easiness to formulate and to maximize the two separate log-likelihoods leads to choose this approach, instead of the maximisation of a complicated joint distribution function. Thus, Murphy and Topel (1985, 2002) show that if the regression results can be obtained with MLE, then the variance-covariance matrix of the second equation must be adjusted in the following way
\[
V_2^* = V_2 + V_2[C V_1 C' - R V_1 C' - C V_1 R'] V_2,
\]
(3)

where
\[
V_1 = \left[ \sum_i \left( -\frac{\partial^2 \ln f_{1,i}}{\partial \alpha \partial \alpha'} \right) \right]^{-1} = \left[ \sum_i \left( \frac{\partial \ln f_{1,i}}{\partial \alpha} \right) \left( \frac{\partial \ln f_{1,i}}{\partial \alpha'} \right) \right]^{-1}
\]
(4)
is the variance-covariance matrix of model 1,
\[
V_2 = \left[ \sum_i \left( -\frac{\partial^2 \ln f_{2,i}}{\partial \beta \partial \beta'} \right) \right]^{-1} = \left[ \sum_i \left( \frac{\partial \ln f_{2,i}}{\partial \beta} \right) \left( \frac{\partial \ln f_{2,i}}{\partial \beta'} \right) \right]^{-1}
\]
(5)
is the variance-covariance matrix of model 2 when no adjustment is made, that is, when the constructed explanatory variable is considered with given observed data instead of computed econometric results, and
\[
C = \sum_i \left( -\frac{\partial^2 \ln f_{2,i}}{\partial \beta \partial \alpha'} \right) = \sum_i \left( \frac{\partial \ln f_{2,i}}{\partial \beta} \right) \left( \frac{\partial \ln f_{1,i}}{\partial \alpha'} \right),
\]
(6)
\[
R = \sum_i \left( \frac{\partial \ln f_{2,i}}{\partial \beta} \right) \left( \frac{\partial \ln f_{1,i}}{\partial \alpha} \right)
\]
(7)
are the matrices of cross products of first derivative vectors. Since the variance of the first derivative vector of the log-likelihood is the negative of the expected second derivative matrix, the two formulas for matrices $V_1$, $V_2$ and $C$ provide the same result. As the covariance of the two first derivative vectors, it is very likely that the matrix $R$ has all elements very close to zero.

2. Application: competition-fragility nexus in banking

There is some difficulty to develop the Murphy-Topel adjustment for panel data models with different samples, which it is often the case of studies on the competition-fragility relationship.

2.1. Two-step panel data model

At the first stage, one might estimate the bank competition measure. Let us take the following examples for the first equation, which are widely applied in banking empirical literature.

1st stage: Lerner index

The Lerner index is the mark-up of price over the bank’s marginal cost:
\[
L_{it} = \frac{p_{it} - \partial C_{it}}{\partial y_{it}},
\]
(8a)
where $p_{it} = TR_{it}/(y_{1, it} + y_{2, it} + y_{3, it})$ is the average price of a bank $i$’s output at time $t$, $C_{it}$ is the bank’s total cost and $y_{it}$ is its output. Higher is the Lerner index, higher is the market power and less competitive banking institutions are.
The econometric task is thus to estimate the marginal costs of banks, \( \partial C_{it} / \partial y_{it} \). As in the most literature, we take three inputs, prices of which are \( w_j \), and three outputs \( y_m \):

\[
\ln(C_{it}/w_{3,it}) = c_0 + \alpha_i + \mu_t + \sum_{j=1}^{2} \beta_j \ln(w_{j,it}/w_{3,it}) + \sum_{m=1}^{3} \gamma_m \ln y_{m,it} + \frac{1}{2} \sum_{k=1}^{3} \sum_{l=1}^{2} \varphi_{kl} \ln(w_{k,it}/w_{3,it}) \ln(w_{l,it}/w_{3,it}) + \sum_{m=1}^{3} \sum_{k=1}^{2} \chi_{mk} \ln(w_{k,it}/w_{3,it}) \ln y_{m,it} + \frac{1}{2} \sum_{m=1}^{3} \sum_{s=1}^{3} \rho_{ms} \ln y_{m,it} \ln y_{s,it} + \sum_{m=1}^{3} \omega_{1m} \ln y_{m,it} \ln gdp_t + \sum_{m=1}^{3} \omega_{2m} \ln y_{m,it} \ln gdp_t + \varepsilon_{it},
\]

To control the effects of the business cycle, the real GDP, \( gdp_t \), and/or the real GDP growth, \( grgd p_t \), can be considered in levels and/or in cross-product terms. The estimated coefficients of this equation are applied to compute the marginal cost:

\[
m_{c_{it}} = \frac{\partial C_{it}}{\partial (y_{1,it} + y_{2,it} + y_{3,it})} = \left[ \sum_{m=1}^{3} \gamma_m + \sum_{m=1}^{3} \sum_{k=1}^{2} \chi_{mk} \ln(w_{k,it}/w_{3,it}) + \sum_{m=1}^{3} \sum_{s=1}^{3} \rho_{ms} \ln y_{s,it} + \omega_{1m} \ln gdp_t + \omega_{2m} \ln gdp_t \right] \times \frac{C_{it}}{y_{1,it} + y_{2,it} + y_{3,it}}.
\]

1st stage: Boone indicator

The Boone indicator, proposed by Boone (2008), is the elasticity of market share to marginal cost. Based on the idea that more efficient banks, that is, with lower marginal costs, gain higher market shares, this effect will be stronger in more competitive banking market. One needs to run the following econometric model:

\[
\ln m_{s_{it}} = \pi_0 + \pi_{1i} + v_i + \theta_1 \ln m_{c_{it}} + \theta_2 \ln m_{mc_{it}} \times \ln m_{c_{it}} + \theta_3 \ln m_{mc_{it}} \times \ln gdp_t + \theta_4 \ln m_{mc_{it}} \times grgd p_t + \varepsilon_{it},
\]

where \( m_{s_{it}} \) stands for earning assets share for bank \( i \) in year \( t \). As the elasticity of market share to marginal cost, the Boone indicator is calculated as following:

\[
Boone_{it} = \theta_1 + 2\theta_2 \ln m_{c_{it}} + \theta_3 \ln gdp_t + \theta_4 \ln gdp_t.
\]

Since Boone might take negative values, higher values (or lower absolute values) imply less competitive behaviour.

1st stage: H-statistic

The H-statistic of Panzar and Rosse (1987) is the aggregate elasticity of banks’ revenue to input prices. It can therefore be computed regressing the following translog revenue function of banks:

\[
\ln TR_{it} = a_0 + \delta_i + v_t + \sum_{j=1}^{3} \lambda_j \ln w_{j,it} + \psi_1 \ln TA_{it} + \psi_2 \ln Loan_{it} + \frac{1}{2} \sum_{k=1}^{3} \sum_{l=1}^{3} \kappa_{kl} \ln w_{k,it} \ln w_{l,it} + \sum_{k=1}^{3} \phi_{1k} \ln w_{k,it} \ln TA_{it} + \sum_{k=1}^{3} \phi_{2k} \ln w_{k,it} \ln Loan_{it} + \sum_{k=1}^{3} \phi_{3k} \ln w_{k,it} \ln gdp_t + \sum_{k=1}^{3} \phi_{4k} \ln w_{k,it} \ln gdp_t + \varepsilon_{it},
\]
intermediation function. Usually in banking empirical literature, the use of \( TA \) and \( Loan \) variables is to take into account the differences in size and business model, respectively, akin to De Bandt and Davis (2000), Bikker and Haaf (2002), Weill (2013). And as for previous two measures, the economic state variables are considered to control the business cycles. Thus, the \( H \)-statistic is equal to
\[
H_{it} = \frac{3 \sum_{k=1}^{3} \frac{\partial TR_{it}}{\partial W_{k, it}} \times w_{k, it}}{TR_{it}} = \sum_{k=1}^{3} \lambda_{j} + \sum_{k=1}^{3} \sum_{l=1}^{3} \kappa_{kl} \ln w_{l, it} + \sum_{k=1}^{3} \phi_{1k} \ln TA_{it} + \sum_{k=1}^{3} \phi_{2k} Loan_{it}
\]
\[
+ \sum_{k=1}^{3} \phi_{3k} \ln gdp_{t} + \sum_{k=1}^{3} \phi_{4k} gr gdp_{t}.
\]
(12)

\( H \)-statistic takes values between zero, monopoly or oligopoly situation, and one, perfectly competitive behaviour.

All regressions can be made individually on each country \( k \) of the sample. However, since the risk measure cannot be computed for many of banks, namely for non-listed banks if a market-based measure is employed, the second equation is often regressed on entire sample of \( N_{c} \) countries.

At the second stage, in order to estimate the relationship between bank competition and risk-taking, two different panel data models are considered in the banking literature:

2\textsuperscript{nd} stage: linear relationship
\[
Risk_{i,j,t} = \beta_{0} + \gamma_{1} B C_{i,j,t} + \sum_{k=1}^{n} \beta_{k} X_{k,i,j,t} + \sum_{l=n+1}^{m} \beta_{l} Y_{l,j,t} + \mu_{i} + \pi_{t} + \varepsilon_{i,j,t}
\]
(13a)

2\textsuperscript{nd} stage: non-linear relationship
\[
Risk_{i,j,t} = \beta_{0} + \gamma_{1} B C_{i,j,t} + \gamma_{2} B C_{i,j,t}^2 + \sum_{k=1}^{n} \beta_{k} X_{k,i,j,t} + \sum_{l=n+1}^{m} \beta_{l} Y_{l,j,t} + \mu_{i} + \pi_{t} + \varepsilon_{i,j,t}
\]
(13b)

where \( Risk_{i,j,t} \) is a risk measure, \( n \) is the number of bank-specific variables, \( m-n \) is the number of country-specific variables, \( B C_{i,j,t} \) and \( X_{k,i,j,t} \) are, respectively, bank competition measure and bank-specific factor that controls for the \( k \)-th characteristic of bank \( i \) at year \( t \) in country \( j \), and \( Y_{l,j,t} \) is the country-specific factor that controls for the \( l \)-th characteristic of country \( j \).

In order to determine the adjusted variance-covariance matrix \( V_{2}^\prime \) of our risk equation, the variance-covariance matrices of the first and second equation \( V_{1} \) and \( V_{2} \), respectively, are extracted from the respective regressions and we must compute only the matrices \( C \) and \( R \).

The matrix \( V_{1} \) is of dimension \( l_{1} N_{c} \times l_{1} N_{c} \) and composed on the diagonal by variance-covariance matrices \( V_{1,k} \) for each country \( k \) \((k = 1, ..., N_{c})\) and all other elements are zeros:
\[
V_{1} = \begin{pmatrix}
V_{1,1} & 0 & \cdots & 0 \\
0 & V_{1,2} & \ddots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & V_{1,N_{c}}
\end{pmatrix}.
\]

The estimations of competition measures for all countries are therefore taken into consideration in the adjustment of the variance-covariance matrix \( V_{2} \), which is of dimension \( l_{2} \times l_{2} \). \( l_{2} \) and \( l_{1} \) are the size of vectors \( x_{2} \) and \( x_{1} \), respectively. These vectors of explanatory variables include also the intercept and the time fixed effects.

The difficulty of computation of matrices \( C \) and \( R \) is the difference between samples of two equations. They are determined as cross “products”, for matrix \( R \), or cross derivations, for matrix \( C \), between the single sample of the second equation and the bank sample of each country. The computation of the elements \( r_{i,j} \) and \( c_{i,j} \) of matrices \( R \) and \( C \), respectively, are explained in next sub-section.
2.2. Murphy-Topel adjustment of the variance-covariance matrix of the risk equation

For the first panel data model (eq. 8b, for the Lerner index, eq. 9 for the Boone indicator, and eq. 11 for the H-statistic), the likelihood is formulated for each country \( k \) of the sample.

\[
\ln f_{1,k,i} = -\frac{1}{2} \left\{ 1 - \frac{1}{\sigma e_{1,k}^2} \left[ \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} - \frac{\sigma e_{1,k}^2}{\sigma e_{1,k}^2 + T_{1,k,i} \sigma u_{1,k}^2} \left( \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} \right) \right] + \ln \left( 1 + T_{1,k,i} \frac{\sigma u_{1,k}^2}{\sigma e_{1,k}^2} \right) \right\} - \frac{1}{2} \{ T_{1,k,i} \ln(2\pi \sigma e_{1,k}^2) \} \tag{14}\]

\( k \) ranges from 1 to \( N_c \). \( \sigma e_{1,k}^2 \) and \( \sigma u_{1,k}^2 \) are the variances of residuals and individual effects, respectively, for each panel data regression \( k \). \( \varepsilon_{1,k,it} \) are residuals of this regression and \( T_{1,k,i} \) number of observations for the bank \( i \). The log-likelihood of the second model takes therefore the following form

\[
\ln f_{2,i} = -\frac{1}{2} \left\{ 1 - \frac{1}{\sigma e_{2}^2} \left[ \sum_{t=1}^{T_{2,i}} \varepsilon_{2,it} - \frac{\sigma e_{2}^2}{\sigma e_{2}^2 + T_{2,i} \sigma u_{2}^2} \left( \sum_{t=1}^{T_{2,i}} \varepsilon_{2,it} \right) \right] + \ln \left( 1 + T_{2,i} \frac{\sigma u_{2}^2}{\sigma e_{2}^2} \right) \right\} - \frac{1}{2} \{ T_{2,i} \ln(2\pi \sigma e_{2}^2) \}, \tag{15}\]

where \( \sigma e_{2}^2 \) and \( \sigma u_{2}^2 \) are the variances of residuals and of individual effects, respectively. \( \varepsilon_{2,it} \) are residuals of this regression and \( T_{2,i} \) number of observations for the bank \( i \).

To compute the elements of matrices \( R \) and \( C \), we determine the following derivatives:

For the first equation:

\[
\frac{\partial \ln f_{1,k,i}}{\partial \hat{\alpha}_k} = \frac{1}{\sigma e_{1,k}^2} \left[ \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} x_{1,k,it} - \frac{\sigma e_{1,k}^2}{\sigma e_{1,k}^2 + T_{1,k,i} \sigma u_{1,k}^2} \left( \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} \right) \left( \sum_{t=1}^{T_{1,k,i}} x_{1,k,it} \right) \right] \tag{16}\]

For the second equation:

\[
\frac{\partial \ln f_{2,i}}{\partial \hat{\beta}} = \frac{1}{\sigma e_{2}^2} \left[ \sum_{t=1}^{T_{2,i}} \varepsilon_{2,it} x_{2,it} - \frac{\sigma e_{2}^2}{\sigma e_{2}^2 + T_{2,i} \sigma u_{2}^2} \left( \sum_{t=1}^{T_{2,i}} \varepsilon_{2,it} \right) \left( \sum_{t=1}^{T_{2,i}} x_{2,it} \right) \right] \tag{17}\]

Consequently, the elements of \( R \) matrix for each country \( k \) are

\[
r_0[k, l_2, l_1] = \sum_{i=1}^{N_2} \left\{ 1 - \frac{1}{\sigma e_{2}^2} \left[ \sum_{t=1}^{T_{2,i}} \varepsilon_{2,i,it} x_{[l_2],2,k,it} - \frac{\sigma e_{2}^2}{\sigma e_{2}^2 + T_{2,i} \sigma u_{2}^2} \left( \sum_{t=1}^{T_{2,i}} \varepsilon_{2,i,it} \right) \left( \sum_{t=1}^{T_{2,i}} x_{[l_2],2,k,it} \right) \right] \right\} \times \frac{1}{\sigma e_{1,k}^2} \left[ \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} x_{[l_1],1,k,it} - \frac{\sigma e_{1,k}^2}{\sigma e_{1,k}^2 + T_{1,k,i} \sigma u_{1,k}^2} \left( \sum_{t=1}^{T_{1,k,i}} \varepsilon_{1,k,it} \right) \left( \sum_{t=1}^{T_{1,k,i}} x_{[l_1],1,k,it} \right) \right], \tag{18}\]

where \( N_2 \) is the number of banks of the second model. Finally, the matrix \( R \) has elements \( r[i, j] = r_0[k, l_2, l_1] \), where \( i = l_2 \) and \( j = k \times l_1 \).

Besides the matrix \( R \), the results of the first equation are also considered in the second one with the matrix \( C \). Since we have two versions of the risk equation, this second derivative considers only \( BC \) variable for the linear relationship equation (eq. 13a) and both \( BC \) and \( BC^2 \) variables for non-linear relationship equation (eq. 13b) as follows:

For a liner model:

- The derivative of the \( BC \) variable with respect to parameters of the first model
\[
c0[k, 1, l_1] = - \sum_{i=1}^{N_2} \left\{ \frac{1}{\sigma e^2} \sum_{t=1}^{T_{2,i}} (\epsilon_{2,k,it} - \gamma_1 B C_{k,it}) x'[l_1]_{2,k,it} \right. \\
- \frac{\sigma e^2}{\sigma e^2 + T_{2,i} u^2} \left( \sum_{t=1}^{T_{2,i}} \epsilon_{2,k,it} - \gamma_1 \sum_{t=1}^{T_{2,i}} B C_{k,it} \right) \left( \sum_{t=1}^{T_{2,i}} x'[l_1]_{2,k,it} \right) \right\}, \quad (19a)
\]

- The derivative of other variables of the second equation with respect to parameters of the first model

\[
c0[k, l_2, l_1] = - \sum_{i=1}^{N_2} \left\{ \frac{1}{\sigma e^2} \sum_{t=1}^{T_{2,i}} -\gamma_1 x'[l_1]_{2,k,it} x[l_2]_{2,k,it} \right. \\
- \frac{\sigma e^2}{\sigma e^2 + T_{2,i} u^2} \left( \sum_{t=1}^{T_{2,i}} -\gamma_1 x'[l_1]_{2,k,it} \right) \left( \sum_{t=1}^{T_{2,i}} x[l_2]_{2,k,it} \right) \right\}, \quad (19b)
\]

For a non-linear model:

- The derivative of the \( BC \) variable with respect to parameters of the first model

\[
c0[k, 1, l_1] = - \sum_{i=1}^{N_2} \left\{ \frac{1}{\sigma e^2} \sum_{t=1}^{T_{2,i}} (\epsilon_{2,k,it} + (-\gamma_1 - 2\gamma_2 B C_{k,it}) B C_{k,it}) x'[l_1]_{2,k,it} \right. \\
- \frac{\sigma e^2}{\sigma e^2 + T_{2,i} u^2} \left( \sum_{t=1}^{T_{2,i}} (-\gamma_1 - 2\gamma_2 B C_{k,it}) x'[l_1]_{2,k,it} \right) \left( \sum_{t=1}^{T_{2,i}} B C_{k,it} \right) \\
+ \left( \sum_{t=1}^{T_{2,i}} \epsilon_{2,k,it} \right) \left( \sum_{t=1}^{T_{2,i}} x'[l_1]_{2,k,it} \right) \right\}, \quad (20a)
\]

- The derivative of the \( B C^2 \) variable with respect to parameters of the first model

\[
c0[k, 2, l_1] = - \sum_{i=1}^{N_2} \left\{ \frac{1}{\sigma e^2} \sum_{t=1}^{T_{2,i}} (2 B C_{k,it} \epsilon_{2,k,it} + (-\gamma_1 - 2\gamma_2 B C_{k,it}) B C_{k,it}^2) x'[l_1]_{2,k,it} \right. \\
- \frac{\sigma e^2}{\sigma e^2 + T_{2,i} u^2} \left( \sum_{t=1}^{T_{2,i}} (-\gamma_1 - 2\gamma_2 B C_{k,it}) x'[l_1]_{2,k,it} \right) \left( \sum_{t=1}^{T_{2,i}} B C_{k,it}^2 \right) \\
+ \left( \sum_{t=1}^{T_{2,i}} \epsilon_{2,k,it} \right) \left( \sum_{t=1}^{T_{2,i}} 2 B C_{k,it} x'[l_1]_{2,k,it} \right) \right\}, \quad (20b)
\]

and the derivative of other variables of the second equation with respect to parameters of the first model is the same equation (19b). The matrix \( C \) has the elements \( c[i, j] = c0[k, l_2, l_1] \), where \( i = l_2 \) and \( j = k \times l_1 \), in both cases.

The difficulty to construct the matrices \( R \) and \( C \) is the difference in sample size of two equations: the first equation is regressed for each country \( k \) and the second equation for entire sample of countries. To overcome it, we transformed the explanatory variables, \( x[l_2]_{2,k,it} \), and the error term, \( \epsilon_{2,k,it} \), of the second equation as that each country of the sample has its own
variables. Each \( k \) variable (or error term) takes therefore its own values if they correspond to country \( k \) and zero otherwise.

The vector \( \mathbf{x}'[i_1]_2 \) is the derivative of bank competition measure \( BC \), estimated in the first step, with respect to parameters \( i_1 \) of the first equation. The index 2 signifies that this vector is obtained from the derivative of the log-likelihood of the second equation. The derivation is firstly made with respect to parameters of the explanatory variables and then with respect to parameters of fixed time effects and intercept. \( \mathbf{x}'[i_1]_2 \) vector is therefore individual for each of our three non-structural competition measures:
- For the Lerner index, based on equations (8a)-(8c), and the definition of the average price of bank output

\[
\mathbf{x}'[i_1]_{2,k,it} = \left[ 0,0,-C_{k,it}/TR_{k,it},-C_{k,it}/TR_{k,it},-C_{k,it}/TR_{k,it},0,0,-C_{k,it}/TR_{k,it} \right] \\
\times \ln\left(w_{1,k,it}/w_{3,k,it}\right),-C_{k,it}/TR_{k,it} \times \ln\left(w_{1,k,it}/w_{3,k,it}\right),-C_{k,it}/TR_{k,it} \\
\times \ln\left(w_{1,k,it}/w_{3,k,it}\right),0,-C_{k,it}/TR_{k,it} \times \ln\left(w_{2,k,it}/w_{3,k,it}\right),-C_{k,it}/TR_{k,it} \\
\times \ln\left(w_{2,k,it}/w_{3,k,it}\right),-C_{k,it}/TR_{k,it} \times \ln\left(w_{2,k,it}/w_{3,k,it}\right),-C_{k,it}/TR_{k,it} \\
\times \left(\ln y_{1,k,it} + \ln y_{2,k,it}\right),-C_{k,it}/TR_{k,it} \times \left(\ln y_{1,k,it} + \ln y_{2,k,it}\right),-C_{k,it}/TR_{k,it} \\
\times \left(\ln y_{1,k,it} + \ln y_{3,k,it}\right),-C_{k,it}/TR_{k,it} \times \left(\ln y_{1,k,it} + \ln y_{3,k,it}\right),-C_{k,it}/TR_{k,it} \\
\times \text{lngdp}_{k,it},-C_{k,it}/TR_{k,it} \times \text{gdpgr}_{k,it},-C_{k,it}/TR_{k,it} \\
\times \text{gdpgr}_{k,it},-C_{k,it}/TR_{k,it} \times \text{gdpgr}_{k,it},0,\ldots,0,0 \\
\] 

The size of this vector is the same as that of the explanatory variables of equation (8b), that is, 27 + \( te \), and includes 26 explanatory variables, \( te \) time fixed effects and 1 intercept.
- For the Boone indicator, based on equations (9) and (10)

\[
\mathbf{x}'[i_1]_{2,k,it} = \left[ 1,2\text{lnmc}_{k,it}, \text{lngdp}_{k,it}, \text{gdpgr}_{k,it}, 0,\ldots,0,0 \right] \\
\] 

The size of this vector is the same as that of the explanatory variables of equation (9), that is, 5 + \( te \), and includes 4 explanatory variables, \( te \) time fixed effects and 1 intercept.
- For the H-statistic, based on equations (11) and (12)

\[
\mathbf{x}'[i_1]_{2,k,it} = \left[ 1,1,1,0,0, \text{lnw}_{1,k,it} + \text{lnw}_{1,k,it}, \text{lnw}_{1,k,it} + \text{lnw}_{2,k,it}, \text{lnw}_{1,k,it} + \text{lnw}_{2,k,it} \right. \\
+ \text{lnw}_{2,k,it}, \text{lnw}_{2,k,it} + \text{lnw}_{3,k,it}, \text{lnw}_{3,k,it} + \text{lnw}_{3,k,it}, \text{lnTA}_{k,it}, \text{lnTA}_{k,it} \\
\text{lnTA}_{k,it},\text{Loan}_{k,it}, \text{Loan}_{k,it}, \text{Loan}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k,it}, \text{lngdp}_{k.it}, 0,\ldots,0,0 \\
\] 

The size of this vector is the same as that of the explanatory variables of equation (11), that is, 24 + \( te \), and includes 23 explanatory variables, \( te \) time fixed effects and 1 intercept.

3. Conclusion

In this paper, we developed the Murphy-Topel adjustment of the variance-covariance matrix of a two-step panel data model and for different samples of two equations, and we applied it on the example of competition-stability relationship in banking. This subject is widely studied in banking empirical literature and this econometric issue is therefore present. Because of possible correlations between the results of both models, the Murphy-Topel method eventually seems to be more appropriate than any statistical (numerical adjustment) as the bootstrapping procedure.
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